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ABSTRACT 

Introduction: implants and technological devices are being used to decode neural 

activity to move a prosthetic arm, control an avatar, and turn thoughts into text 

through an AI-based decoder. These situations are designed by Brain-computer 

Interface (BCI), one of the main AI-based neurotechnologies used to understand the 

brain and to improve people's welfare. In 2023, UNESCO already recognized its 

benefits but also revealed the potential ethical issues and problems, particularly with 

its use of non-invasive interventions. Objective:  so, this essay aims to answer the 

following research question: Which Ethical standards can be designed and used to 

balance the person’s rights with technological development to prevent vulnerability 

situations? Method: the methods used in this work is the bibliographic research plus 

the hermeneutic interpretation. Results: it proposes Ethical standards for protecting 

the rights of the vulnerable to ensure that these rights are respected. Conclusions: 

there is no need for the creation of a new neurorights. Privacy and intimacy can and 

will deal with all the issues of neurotechnologies. However, it is necessary to improve 

the protection of the owner's rights through strong ethical and governance standards. 

keywords: Neurotechnology; Artificial intelligence; Ethics; Governance; Brain-

computer interface. 

RESUMO 

Introdução: implantes e dispositivos tecnológicos estão sendo usados para 

decodificar a atividade neural para mover um braço protético, controlar um avatar e 
transformar pensamentos texto por meio de um decodificador baseado em IA. Essas 
situações são projetadas pela Interface Cérebro-Computador (ICC), uma das 
principais neurotecnologias baseadas em IA usadas para entender o cérebro e 
melhorar o bem-estar das pessoas. Objetivo: em 2023, a UNESCO já reconheceu 
seus benefícios, mas também revelou as possíveis questões e problemas éticos, 
especialmente com o uso de intervenções não invasivas. Portanto, este breve 
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ensaio tem como objetivo responder o seguinte problema de pesquisa: Quais 
padrões éticos podem ser propostos e usados para equilibrar os direitos da pessoa 
com o desenvolvimento tecnológico para evitar situações de vulnerabilidade? 
Método: os métodos utilizados neste trabalho são a pesquisa bibliográfica e o 
método hermenêutico. Resultados: propõe-se e analisa-se alguns princípios éticos 

para a proteção dos direitos dos pacientes vulneráveis objetivando garantir que 
esses direitos sejam observados. Conclusões: verifica-se que não há necessidade 

de criação de novos neurodireitos. Aparentemente, a privacidade e a intimidade e os 
outros princípios éticos e jurídicos podem e conseguem lidar com todas as questões 
atuais das neurotecnologias. Entretanto, é necessário aprimorar a proteção dos 
direitos do titular por meio de fortes padrões éticos e de governança.  

Palavras-chave: Neurotecnologia; Inteligência artificial; Ética; Governança; Interface 
cérebro-computador. 
 

1 INTRODUCTION 

 

 Due to the advances in Neurotechnology1, companies can identify brain 

patterns related to specific behavior through AI2 algorithms (SANI; PESARAN; 

SHANECHI, 2024). Implants and technological devices are being used to decode 

neural activity to move a prosthetic arm (Tam et al., 2019), control an avatar 

(GALIAUTDINOV; MKRTTCHIAN, 2020), and turn thoughts into text through an AI-

based decoder (DEVLIN, 2023).Furthermore, the Neuralink's first human patient was 

able to control the mouse through thinking (REUTERS, 2024). 

These uses/tools raise many legal and ethical questions. In 2023, UNESCO 

already recognized its benefits but also revealed the potential ethical issues and 

                                                             
1 “Neurotechnology is defined as the assembly of methods and instruments that enable a direct connection 
of technical components with the nervous system. These technical components are electrodes, computers, 
or intelligent prostheses. They are meant to either record signals from the brain and “translate” them into 
technical control commands, or to manipulate brain activity by applying electrical or optical stimuli. Closed-
loop interactions of readout and stimulation systems (control circuits) are subject of current research as 
well. In the following, we would like to offer some insight into the current state of basic and applied 
research, and possible clinical applications resulting from it. We will also address some of the ethical issues 
that emerge in the context of neurotechnology and describe some ongoing interdisciplinary research on 
brain-machine interfaces” (Muller; Rotter, 2017, p. 93). 
2 “We define AI as the study of agents that receive percepts from the environment and perform actions. 
Each such agent implements a function that maps percept sequences to actions, and we cover different 
ways to represent these functions, such as reactive agents, real-time planners, and decision-theoretic 
systems” (Russell; Norvig, 2010, p. VIII). 
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problems, particularly with its use of non-invasive interventions. Ethics3 and 

biomedical Ethics4 are some trending topics on Artificial Intelligence 

Neurotechologies, which “has the potential to solve many health issues, but it could 

also threaten human rights, freedom of thought and privacy” (AZOULAY, 2024). 

According to Gilbert and Russo (2024, p. 855), the issues discussed frequently 

include mental privacy (SHEN, 2013), mental freedom (BUBLITZ, 2016), and 

personhood (SOLUM, 2020).Furthermore, Yuste et al. (2017, p. 160) propose four 

areas of concern: privacy and consent; agency and identity; augmentation; and 

bias.Many questions arise about the use of AI in neuroscience. These include (Hildt; 

Laas; Sziron, 2020, p. 274):  

 

Data Concerns: Data management, data security, protection of personal 
data, surveillance, privacy, and informed consent. Algorithmic Bias and 
Discrimination: How to avoid bias and bias related problems? This points to 
questions of justice, equitable access to resources, and digital divide. 
Autonomy: When and how is AI autonomous, what are the characteristics of 
autonomous AI? How to develop rules for autonomous vehicles? 
Responsibility: Who is in control? Who is responsible or accountable for 
decisions made by AI? Questions relating to AI capabilities: Can AI ever be 

                                                             
3 “[…] Ethics is the science that deals with conduct, in so far as this is considered as right or wrong, 
good or bad. A single term for conduct so considered is "moral conduct," or the "moral life”. […] The 
terms "ethics" and "ethical" are derived from a Greek word ethos which originally meant customs, 
usages, especially those belonging to some group as distinguished from another, and later came to 
mean disposition, character. They are thus like the Latin word "moral," from mores, or the German 
sittlich, from Sitten. As we shall see, it was in customs, "ethos," "mores," that the moral or ethical 
began to appear. For customs were not merely habitual ways of acting; they were ways approved by 
the group or society. To act contrary to the customs of the group brought severe disapproval. This 
might not be formulated in precisely ourterms—right and wrong, good and bad,—but the attitude was 
the same in essence. The terms ethical and moral as applied to the conduct of to-day imply of course 
a far more complex and advanced type of life than the old words "ethos" and "mores," just as 
economics deals with a more complex problem than "the management of a household," but the terms 
have a distinct value if they suggest the way in which the moral life had its beginning” (Dewey; Tufts, 
2022, p. III and IV). 
4 First introduced in 1979 by Childress and Beauchamp (1994), there are four main Principles of 
Biomedical Ethics: The principle of respect for autonomy; Nonmaleficence; Beneficence; and Justice.  
“The principle of respect for autonomy has a variety of interpretations. In clinical ethics it is usually 
understood as a right of an individual patient or research subject to decide about themselves 
according to their own principles, which gives them also responsibilities for the possible outcomes” 
(Rus; Groselj, 2021, p. 113). 
“The principle of nonmaleficence requires from a physician to not create harm to a patient or a 
research subject. It is one of the fundamental principles in medical ethics since Hippocrates and it is 
known by the maxim “Primum non nocere”; first, do no harm” (Rus; Groselj, 2021, p. 113). 
“The principle of beneficence defines a fundamental mission of healthcare providers—to contribute to 
the welfare of their patients (Rus; Groselj, 2021, p. 115). 
“The principle of justice is, in general, defined by two concepts: equitability and distributive justice” 
(Rus; Groselj, 2021, p. 115).  
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conscious or sentient? What would conscious or sentient AI imply? Values 
and morality: How to build in values and moral decision-making to AI? Are 
moral machines possible? Should robots be granted moral status or rights? 

So, according to this background, this essay aims to answer the following 

research question: Which Ethical standards can be designed and used to balance 

the person’s rights with technological development to prevent vulnerability situations? 

2 AI NEUROTECHNOLOGIES FORMEDICAL TREATMENT AND ENHANCEMENT 

 

 As we saw, artificial intelligence neurotechnologies can be used in many 

ways. But, in the end, they aim for improvements in human life. According to 

Savulescu, Sandberg, and Kahane (2011, p. 8),  

Enhancements include different kinds of improvements: 1. Medical treatment 
of disease. 2. Increasing natural human potential – Increasing a person’s 
own natural endowments of capabilities within the range typical of the 
species homo sapiens, e.g. raising a person’s IQ from 100 to 140. 3. 
Superhuman enhancements (sometimes called posthuman or transhuman) 
– Increasing a person’s capabilities beyond the range typical for the species 
homo sapiens, e.g. giving humans bat sonar or the capacity to read minds. 

We believe that has no difference with this thinking about AI-

neurotechnologies.5Thus, any ethical pattern must consider the need and adequacy 

                                                             
5 “The incorporation of neural-based technologies into psychiatry offers novel means to use neural 
data in patient assessment and clinical diagnosis. However, an over-optimistic technologisation of 
neuroscientifically-informed psychiatry risks the conflation of technological and psychological norms. 
Neurotechnologies promise fast, efficient, broad psychiatric insights not readily available through 
conventional observation of patients. Recording and processing brain signals provides information 
from ‘beneath the skull’ that can be interpreted as an account of neural processing and that can 
provide a basis to evaluate general behaviour and functioning. But it ought not to be forgotten that the 
use of such technologies is part of a human practice of neuroscience informed psychiatry” (Rainey; 
Erden, 2020, p. 2439). 
“From better diagnosis, prognosis, and prevention to more precise surgical procedures, AI has the 
potential to offer unique opportunities to enhance patient care and improve clinical practice overall” 
(Jotterand; Bosco, 2020, p. 2455). 
“Clinical neuroscience is increasingly relying on the collection of large volumes of differently structured 
data and the use of intelligent algorithms for data analytics. In parallel, the ubiquitous collection of 
unconventional data sources (e.g. mobile health, digital phenotyping, consumer neurotechnology) is 
increasing the variety of data points. Big data analytics and approaches to Artificial Intelligence (AI) 
such as advanced machine learning are showing great potential to make sense of these larger and 
heterogeneous data flows. AI provides great opportunities for making new discoveries about the brain, 
improving current preventative and diagnostic models in both neurology and psychiatry and 
developing more effective assistive neurotechnologies. Concurrently, it raises many new 
methodological and ethical challenges. Given their transformative nature, it is still largely unclear how 
AI-driven approaches to the study of the human brain will meet adequate standards of scientific 
validity and affect normative instruments in neuroethics and research ethics” (Ienca; Ignatiadis, 2020, 
p. 77).  
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of AI for clinical use and medical treatment. First, if there is an efficient scientific 

method or medication for the clinical case, their use might be highly considered. This 

proposal focuses on the principles of beneficence and nonmaleficence due to the 

high uncertainty of AI technologies. Second, the use of AI neurotechnologies only 

should be recommended if there is any previous case attesting to his efficiency. If the 

technology is in test form, the physician should avoid his use and his 

recommendation. If there are no previous studies and tests, the appropriate method 

for its use in patients is not through clinical trials, but through research with human 

beings. Therefore, the ethical and legal rules are different. The proposal here focuses 

on clinical cases, not academic ones. 

Thirdly, even if the technology is proven to be effective, its use depends 

exclusively on the patient's authorization. Therefore, based on a horizontal 

relationship between doctor and patient, the doctor should actively listen to the 

patient's preferences and respect them if they don't want to use the technology. 

Finally, if the patient accepts the use of AI neurotechnology, the physician 

must inform them of all the risks of its use, as well as the possibilities of success or 

failure, and obtain their free and informed consent. 

On the other side is using neurotechnologies for human enhancement6. It is 

understood that this is a slightly more sensitive relationship, as the patient seeks out 

the physician not for clinical purposes but to enhance an existing quality or 

skill.Therefore, greater care is required. The physician should only authorize the use 

of this type of technology once he has verified that: a) the risks are minimal; b) the 

patient is aware of the risks and issues that may happens during treatment; c) the 

patient has been adequately informed of the risks and has consciously assumed 

them; d) the benefits outweigh the risks and harms; e) there is no total or partial 

                                                             
6 “The technological promise of “human enhancement” is on the one hand as old as Bacon’s The New 
Atlantis, and on the other hand, quite a recent concern in the ethics debate, especially after the 
development of recombinant DNA technologies suitable for genetic engineering. The directed and 
tailored modification of human genetic material in human individuals (germ line), pharmaceuticals and 
machines (prosthetic limbs and organs) that increase or improve physical, sensory and/or mental 
capabilities of humans, devices that establish a functional brain-computer interface, with bidirectional 
communication are only some examples” (Keskinbora, 2019, p. 280) 
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permanent reduction in limbs or biological function; and f) constant medical 

monitoring must be carried out. 

Note that there is no substantial difference in clinical or enhancement use. 

While clinical use is needed, enhancement is also an option. However, both require 

all information and care to instruct the patient about the risks. The main difference 

relies on enhancement use should not cause any damage for the patient (non-

maleficence) and only should be used and recommended as the last option.Now, we 

should see which ethical principles we should use and suggest for AI 

neurotechnologies 

3 ETHICAL PRINCIPLES FOR ARTIFICIAL INTELLIGENCE 
NEUROTECHNOLOGIES 

 

 Although ethical standards are constantly being discussed today (Friedrich; 

Wolkenstein, 2021; Liao, 2020; Doya et al., 2022; Miśkiewicz, 2019), this discussion 

is not new (Wallach; 2011; Coenen, 2010; Bostrom, 2005). The authors demonstrate 

considerable concerns in various areas ranging from data protection, agency, 

intimacy, etc. According to Berger and Rossi (2021), AI Neurotechnologies must 

respect at least mental privacy, Human Agency and autonomy, Human identity, 

fairness, accuracy, transparency, Security, and Well-being. I will make some 

commentaries and discussions about each of them. 

First, mental privacy is a concept hard to define. What is the difference 

between privacy and mental privacy? Does the law treat them differently? What is the 

object of protection for each of these rights? Is privacy mental only because it comes 

from the brain? (Arstila; Scott, 2011). Privacy can no longer be seen as the right to 

be alone (Warren; Brandeis, 1890), but as the power to control the information that 

enters and leaves a person's subjective sphere (Rodotà, 2004; 2005; 2009). 

Therefore, the right to privacy object of protection is the physical environment where 

the person is. Privacy protects the person from being violated externally by others. 

Take, for example, a person who is inside their home and is being watched by a 

stalker. Another example is a person who is on a bus and fiddling with their 

smartphone and a standing passenger looks at their chats. In both situations, the 
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right to privacy is violated because the subject has entered the physical/private 

sphere of another. Therefore, the right to privacy does not seem to be adequate to 

protect the holder of neurotechnologies using artificial intelligence. 

The right to intimacy seems more appropriate for the subject under discussion. 

Firstly, because intimacy is subjective. It protects the subject's entire psychological 

apparatus and not just the physical environment, such as privacy. While privacy 

seems to be limited to the entry and exit of information from the physical 

environment, intimacy is concerned with protecting moments of vulnerability of its 

holder. Take, for example, a person who is at home and has their right to privacy 

protected. However, their bath and intimate moments are more subjective than 

simply being at home. Furthermore, an intimate relationship with a husband or wife is 

more private than simply being seen watching a stream in your TV room. Both 

behaviors are frowned upon, but realize that intimacy goes beyond the physical 

environment and violates the subjective aspects of the person. 

Therefore, AI Neurotechnologies should not only restrict itself to the 

information that is taken from the environment, but also avoid collecting data, 

images, or using any other form of collection that is capable of violating the intimacy 

of its owner. 

The second and third ethical principles are directly linked: Human Agency, and 

Human identity. Firstly, any device capable of emitting electrical waves and altering 

the user's behavior should be used with extreme caution. This cautious use is due to 

the possibility of affecting the patient's behavioral patterns. Therefore, in the interests 

of beneficence and non-maleficence, the use of neurotech AI should be suspended 

when the slightest change in the patient's behavior or identity has been verified. 

However, the physician may encounter a hard case: what to do if discontinuing the 

use of the technology causes the patient's clinical condition to worsen?In this case, 

the physician should inform the patient of the situation and allow them to make a free 

and informed choice: to continue with the treatment, with possible changes to their 
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agency and identity, or to suspend the treatment, with the suggestion of other clinical 

methods that are as effective as the technology used.7 

The principle of fairness proposes that technologies are used in a fair, and 

equal way and that “systems do not present biases or discriminatory behavior that 

may harm certain social groups or commit moral violations” (Cortiz, 2023, p. 769). In 

other words, the use of AI neurotech should enable control over its use, as well as 

balancing the positive and negative effects where they exist. 

Accuracy demands that the use of AI neurotech be precise for the right case. 

Off-label use should be avoided. Therefore, in clinical cases, this type of technology 

is recommended only when it has been developed for this purpose. It should be 

noted that accuracy in this case has an instrumental and useful meaning. It must be 

appropriate for the disease it is being used to treat. And it is possible. One example 

is the study by Metin et al. (2024) which demonstrated the efficiency of using Deep 

Learning to diagnose and treat treatment-resistant depression (TRD). As a result, 

“GoogleNet classified the healthy controls and non-TRD group with 88.43%, the 

healthy controls and TRD subjects with 89.73%, and the TRD and non-TRD group 

with 90.05% accuracy. The external validation accuracy for the TRD-non-TRD 

classification was 73.33%. Finally, the CAM analysis revealed that the TRD group 

contained dominant features in class detection of deep learning architecture in 

almost all electrodes” (Metin et al., 2024, p. 1). It is therefore recommended to use AI 

neurotech only when there is a high chance or probability that the results will be 

positive and when there is compatibility between the design and the purpose. 

Transparency8 is directly tied to the right to information in the doctor-patient 

relationship. Transparency is not only about how the AI works but also how the 

                                                             
7 Furthermore, there is a serious concern about free will breach in AI technologies (Adomaitis; 
Grinbaum, 2024). 
8 “The origins of the transparency requirement in data protection law date to the 31st International 
Conference of Data Protection and Privacy Commissioners held in Madrid in November 2009, in which 
the importance of transparency to protect an individuals’ privacy was acknowledged. After being 
included in the proposal for the GDPR in 2012, the transparency principle made its way into the 
binding GDPR. Today, transparency is a core principle enshrined in Art. 5(1)(a) of the GDPR which 
states that personal data must be “processed lawfully, fairly and in a transparent manner in relation to 
the data subject,” thereby illustrating the close connection between transparency, lawfulness, and 
fairness. Art. 5(1)(a) of the GDPR, as the first of the core principles of data processing, is a “catch-all” 
provision, which is going to be typically called upon as a means of last resort if more concrete 
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physician instructs the patient about how it works. It must be seen from two 

perspectives. In the first situation, the doctor must inform the patient of all the known 

positive and negative effects. In addition, they should tell the patient how their life 

could improve or worsen its use. From the second perspective, the doctor must 

inform the patient about what data will be collected and how it will be processed by 

the doctor or the company responsible for developing the AI. It is a business 

relationship where the patient must understand what data is being collected and 

processed.Therefore, transparency brings with it explainability.9 So, a neurotech AI is 

transparent when the user can identify how the inputs generated the outputs (Joyce 

et al., 2023). 

Regarding Security, regulatory bodies should only authorize the use of AI 

technologies that are at least minimally acceptable as safe. Therefore, each country 

will establish safety standards, and Professional Councils will regulate the technical 

requirements for each professional. Security, then, is not just about device safety but 

also regulatory security, as they are directly connected. Thus, the use of neurotech 

AI is only authorized when it has been previously validated by competent government 

agencies. Furthermore, even if previously validated, we return to what has been 

stated: off-label use should be avoided. 

Finally, regarding well-being, the ethical principle requires that the use of 

neurotech AI be aimed at improving the patient's quality of life. However, this 

improvement must be balanced with all other principles. Despite being the goal, 

improper use that violates other ethical principles cannot be justified to achieve this 

end. Thus, AI is a tool used in favor of humans, focusing on their subjectivity and 

aiming to enhance their living conditions. 

                                                                                                                                                                                              
principles are not applicable in a specific scenario. Failing to adhere to it can be punished with steep 
fines (cf. Art. 84 of the GDPR)” (Felzmann et al., 2019, p. 1). 
9 “Explainability methods can be deterministic or have gradations of stochasticity, and provide local 
(e.g. individual video frames) and/or global explanations (aggregate feature weights within a model). 
The methods may be algorithm-specific or agnostic, and be intrinsic to the model or require additional 
processing. The core methodologies of most interpretability approaches will nevertheless seem 
familiar to experimentalists: features undergo some class of iterative ablation or permutations, the 
change in performance after such manipulation is evaluated, and the manipulation's impact is 
succinctly summarized. How the permutation is performed, evaluated, and summarized differs 
between methods with varying relatedness to human processes and intuition for complex outcomes” 
(Goodwin, 2022, p. 102544) 
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4 CONCLUSIONS 

 

It is noticeable that many ethical issues already present in the physician-

patient relationship are replicated in the relationship where AI is used in 

neurotechnologies. However, new challenges arise from the possibility of intrusion 

into agency, identity, intimacy, and the collection of personal data. These are the 

main emerging problems in this relationship. Therefore, as suggested, it is clear that 

the use of neurotech AI must be approached with caution. It is not possible to 

prioritize one principle over another. All are important and must be upheld when this 

type of technology is used. Thus, the study conducted demonstrates the need for a 

deeper approach while respecting the existing legal and ethical premises to avoid 

proposing unnecessary theories or instruments. Throughout the approach, it is 

evident that the current ethical and legal system can handle the issues involving 

neurotech AI. There is no need to create a new ethical or legal framework, as the 

technology is merely a utilitarian extension of existing professions and issues. 
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